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Abstract: For many deaf people, sign language is the principle means of communication. This increases the 

isolation of hearing impaired people. This paper presents a system prototype that is able to automatically recognize 

speech which helps to communicate more effectively with the hearing or speech impaired people.  This  system  

recognizes  speech  signal . Recognized spoken words are represented  using American standard sign language via 

a robotic arm and also on the computer using visual basic .In this project a software package is provided to 

convert the speech signal, (which does not have any meaning for the deaf and the dumb) into the sign language. 

The main purpose of this project is to bridge the communication and expression gap between the normal people 

who cannot understand the sign language, and the deaf and dumb who cannot understand the normal speech. 

Keywords:  Speech recognition, Mel frequency cepstral coefficients, Robotic arm. 

I.      INTRODUCTION 

SIGN LANGUAGE: 

Sign language is the language used by deaf and mute people. It is a combination of shapes and movements of different 

parts of the body. These parts include face and hands. The area of performance of the movements may be from well above 

the head to the belt level. Signs are used in a sign language to communicate words and sentences to audience. A gesture in 

a sign language, is a particular movement of the hands with a specific shape made out of them. 

Facial expressions also count toward the gesture, at the same time. A posture on the other hand, is a static shape of the 

hand to indicate a sign. A sign language usually provides signs for whole words. It also provides signs of letters to 

perform words that don‟t have a corresponding sign in that sign language. So, although sentences can be made using the 

signs for letters, performing with signs of words is faster. The sign language chosen for this project is the American Sign 

Language. 

AMERICAN STANDARD SIGN LANGUAGE: 

It is the most well documented and most widely used language in the world. American Sign Language (ASL) is a complex 

visual-spatial language that is used by the Deaf community in the United States and English-speaking parts of Canada. 

It is a linguistically complete, natural language. It is the native language of many Deaf men and women, as well as some 

hearing children born  into Deaf families. ASL shares no grammatical similarities to English and should not be considered 

in any way to be a broken, mimed, or gestural form of  English. A-S-S-L enables the dumb and def to speak with their 

hands which represent their tongue. 

The signs are shown below: 
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II.      LITERATURE REVIEW 

American standard sign language was demonstrated around 1980 in United States and many other countries, to provide 

education for the people who have problem in speaking and hearing the words (the def and the dumb).A-S-S-L enables 

the dumb and deaf to speak with their hands which represent their tongue. 

Chuan Xie ,Xiaoli Cao ,Lingling He[1] Praposed idea of Characteristics extraction has a great effect on the audio training 

and recognition in the audio recognition system.MFCC algorithm is a typical characteristics extraction method with stable 

performance and high recognition rate. For the situation that MFCC has a large amount of computation, an improved 

algorithm MFCC_E is introduced. The computation of MFCC_E is reduced by 50% compared with the standard 

algorithm MFCC, and it make the hardware implementation is easy. 

Mohd Aliff, Shujiro Dohta, Tetsuya Akagi, Hui Li[2] says that the master-slave attitude control and the trajectory control 

of the flexible robot arm are proposed. This robot arm has three degree-of freedom that is bending, expanding and 

contracting and will be applied into a rehabilitation device for human wrist. The master-slave control system which is 

proposed in this paper is necessary when a physical therapist wants to give a rehabilitation motion to a patient. While the 

trajectory control system is necessary when a sequential rehabilitation motion is applied to a patient.  

Jordan Fenlon , Adam Schembri , Ramas Rentelis , Kearsy Cormier [3]  proposed the idea for Variation in hand shape and 

orientation in British Sign Language in case of 1 hand configuration. This paper investigates phonological variation in 

British Sign Language (BSL) signs produced with a „1‟ hand configuration in citation form. Multivariate analyses of 2084 

tokens reveals that hand shape variation in these signs is constrained by linguistic factors (e.g., the preceding and 

following phonological environment, grammatical category, indexicality, lexical frequency). The only significant social 

factor was region. For the subset of signs where orientation was also investigated, only grammatical function was 

important. 

Dan Song, Xuan Wang, Xinxin Xu[4] state the Chinese Sign Language Synthesis System on Mobile Device. In this paper, 

we proposed an effective approach for Chinese Sign Language (CLS) Synthesis System on mobile device. It can translate 

messages or other text information into Chinese sign languages in real time. In this system, it mainly includes two parts: 

construction of motion database and sign language synthesis based on text-driven. Construction of motion database is a 

prerequisite for the Chinese sign language synthesis system. Its motion quality, motion data structure and motion data size 

together determine the final performance of system. We also introduce a method for motion smoothing in synthesis 

module. 

Daphne Bavelier, David P. Corina and Helen J. Neville [5] say that sign languages are not a concatenation of universally 

understood pantomimes or concrete gestures has been hard to unroot. In fact, just as there are many spoken languages, 

there are many unique and different signed languages. Recent advances in linguistics have revealed that sign languages 

such as ASL encompass the same abstract capabilities as spoken languages and contain all the different levels of linguistic 

representations found in spoken language, including phonology, morphology, syntax, semantics, and pragmatics.  
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III.     SYSTEM BLOCK DIAGRAM 

Transmitter 

 

Receiver 

 

Fig 1 Block Diagram of System 

Block diagram of the overall system will be implemented. The system will be operating in close to real time and will take 

the speech input from the microphone and will convert it to synthesized speech or finger spelling. Speech recognition will 

be implemented for the considered languages. Language models will be used to solve ambiguities. Finger spelling 

synthesis will be implemented. Language model in matlab is used to synthesis speech in to text. And given to arm 

controller which will have LCD to verify words spell and processed by processor. 

 Robotic arm is connected to arm to represent the vocal language in to sign language. The robotic arm uses servo motors 

for their movement. Speech recognition system based on the speech reading and the samples passed to the processing unit. 

The processing system consists of a speech recognition unit with symbol generator, which determines the speech signal 

and produces an equivalent coded symbol for their recognized speech signal. 

IV.     SPEECH RECOGNITION BY MFCC 

In PC, using speech recognition algorithm in MATLAB speech will get recognized taking input from microphone.Then 

that recognized speech will get transfer serially to the ARM7 controller. To the Arm7 controller, servo motors are 

interfaced so according to letter or word the movement of servo will be done to move hand assembly according sign 

languages. 

Following steps are taken to recognition of speech: 

Speech is one of the oldest and most natural means of information exchange between human beings. We humans speak 

and listen to each other in human=human interface. For centuries people have tried to develop machines that can 

understand speech as humans do so naturally. 

 For doing so we have used the method of MFCC coefficients. We have used MFCC because it resembles the human ear 

in many ways. The output of the human ear is linear above 1 kHz and so is the output of MFCC and the output is 

logarithmic above 1 kHz for the human ear as well as MFCC. So it resembles the human auditory features.         
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Mel-Frequency Transformation: 

According to psychophysical scientists, Human hearing perception of frequency contents is not linear. It is linear up-to 

1000 Hz and logarithmic over 1000 Hz. This logic can be implemented by using this formula, 

 Mel-frequency =2595*log (1+linearfrequency/700) 

 Mel frequency cepstral coefficients 

 Each region on the basilar membrane acts as a filter bank. 

  There are more receptors for frequencies from 0-1Khz and the number decrease rapidly thereon. 

   Mel filter banks are used to simulate this 

 

Fig 2 Block diagram speech recognition by MFCC 

V.     SPECIFICATIONS 

1] Input power supply: 12V 1A 

 2] Processor: ARM7 LPC2138 

3] LCD: 16*2 

4] Serial communication: RS232 

5] Servo Motor: VTS050A 

6] MATLAB for MFCC algorithm 

7] Embedded C for ARM7 coding. 

VI.     APPLICATIONS 

1] Public places like airports, railway stations and counters of banks, hotels etc. where there is communication between 

different people.  

2] Assuming the fact that we are able to convert spoken English  into American standard sign language, we can 

manufacture a handy and portable hardware device having this translating system built in as a chip.  

3] With the help of this hardware device, which has Mice along with the robotic arm a mute person can communicate to 

any normal person anywhere.  
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VII.    CONCLUSION 

This project was meant to be a prototype to check the feasibility of recognizing sign languages using speech recognition.. 

More words and sentences can be recognized by developing some complex algorithm. 

VIII.    FUTURE SCOPE 

This design being a prototype uses MATLAB software which is readily available to us in the institute, but for practical 

application MATLAB is not available readily and is also costly. Hence suitable DSP processor should be selected for 

carrying out Speech Recognition. Motion can be detected to produce speech.  
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